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Abstract

Particle interaction in a 2D system is an open reaech topic whose results advance
the miniaturization of electronic devices. We studya mechanical model system of
small magnets interacting on an air layer. The aimof this paper is to describe
a MATLAB application we developed to facilitate offine processing of video
sequences recorded from the model. The obtained rdts are compared to theoretical

assumptions about particle movement to verify thelstability of the model system for

simulating phase transitions in a 2D thermodynamisystem.

1 Introduction

The study of particle interaction in two-dimensibifaD) systems is an important area of
physical research, inspired by the ever-increasiaghands upon the miniaturization of electronic
devices. Gaining detailed insight into the mechani$ phase transitions improves the understanding
of structural and dynamical properties of matteth& molecular level. Research teams worldwide
have in particular studied the processes of metimd)crystallization in 2D systems using a varugty
computer-aided experimental approaches. Accordif]t 2D crystals display an interesting property
of first melting into a hexatic phase and then iinoid phase via two continuous phase transitions.
Other studies of interest have focused on the ngefiroperties of 2D crystal electrons on the sarfac
of liquid helium [2], block copolymer films [3], arolloid systems [4].

At the Department of Cybernetics and Atrtificial diigence (DCAI), we are able to simulate
phase transitions using a mechanical model systesmall disc magnets moving on an air layer with
repulsive dipolar interaction, which resemblesdtracture of a 2D crystal. The air current blowmoon
the air table affects the velocities of all magraatd allows us to observe the simulated transftiom
the organized crystal phase into the random (ligplthse. The air table is integrated with a camera
system which is used to record the movement of =gt different air current velocities.

The presented paper focuses on the descriptionh@fMagtrack application, which we
developed in MATLAB to facilitate the offline prosging and subsequent analysis of recorded video
sequences of simulated particle movement [5]. Tpplieation implements an algorithm that
determines the trajectories of individual magneys detecting the position of each magnet in
consecutive frames of the video sequence and pitliem to form a trajectory. The implementation
heavily relies on the built-in functions of themage Processing Toolbo%elected thermodynamic
characteristics are evaluated from the obtaingddi@ries, and the suitability of the mechanicadelo
for particle movement simulation is verified by queming the experimental results to known
theoretical assumptions in areas: velocity distidyy lattice formation and phase transitions. Some
ideas for future work are outlined in the conclasio

2 Two-Dimensional Model System for Particle MovemenSimulation

Study of phase transitions in a 2D system requesdesign and construction of an optimal
model which would meet all requirements for a corgmulation of particle interaction. The idea for
using a mechanical model system of interacting ratgto simulate internal structure of matter comes
from [6]. At the moment, different configuration$ this system are in use at thiigh School of St.
Thomas Aquinasand at theDCAI FEEI TU where the research teams respectively focus en th
physical and technical aspects of the experimentiléAthe configuration of the mechanical model
system located at the High School is describecktaidin [7], this paper deals with the model syste
located in thelLaboratory of Mechatronic Systemst the DCAI, which was constructed by
Kybernetika, Ltda commercial business based in KoSice) and ieehin Fig. 1.



Figure 1: Simulation of particle movement in a tdicaensional system using a mechanical model of
small magnets

The main part of the model system is a closed glass block container (8x40x40cm) with
small vents (diameter 1 mm, spacing 6 mm) on the glate. Disc-shaped neodymium magnets
(diameter 3 mm) attached to round pads are plasdbeoplate. By changing the number and shape of
magnets, diverse structures of matter can be sietllén air blower (maximum volume: 576//h)
powered by a 6-position triac controller suppliésiaside the container (air table) through a side
opening. The air surge coming through the ventsaigoan air layer which causes the magnets to rise
slightly and start interacting with each other awith the magnetic edge of the air table with rejvels
magnetic forces. An integrated camera system id teseecord the movement of magnets at different
air current velocities for subsequent analysis. Etimmunication between the camera (AVT Marlin
F-131c, color, frame rate 25 fps, resolution 12824) and the PC takes place throughRheWire
interface. The air table is lit from below by fdl2W neon tubes to improve object recognition agains
the background during image processing.

Fig. 2 depicts an input-output block scheme of thedel system. Based on the above
description, it is composed of two main subsysterhge. motor voltage\{] is the control input into the
air blower, while the volume of air curremhys] is the air blower output, which acts as an inptd
the 2D model system. The planar coordinates of ezmynet are considered the model output. Two
possible disturbance forces acting upon the modeude an unlevelled air table and neglected
pressure changes inside the air table.
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Figure 2: Input-output block scheme of the modstem



Since the presented model system has been incintdedhe set of existing models of the
Center of Modern Control Techniques and Industriaformatics at the DCAI FEEI TU
(http://kyb.fei.tuke.sR, more useful information about the model, inahgda photo/video gallery, can
be found ahttp://kyb.fei.tuke.sk/laboratoria/modely/mmsdp@$lovak version), or alternatively at
http://kyb.fei.tuke.sk/laben/modely/gnpkyb.pfEnglish version).

3 Magtrack Application — Design, Implementation and Use

To be able to use the model system of small madoeexperimental research into 2D systems,
we needed to develop an application which wouldknas to process and analyze the captured video
sequences of magnet movement. As a result, we oselef the vast image processing capabilities of
MATLAB to develop theMagtrackapplication [8]. The menu interface of the applmais depicted
in Fig. 3. Language modifications will be part bétupgraded version.
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Figure 3: Using thidMagtrackapplication for trajectory tracking

Magtrack is logically composed of two modules which needbt® run sequentially. The
processing modulprocesses the recorded video sequences and retgetsof trajectories for each
magnet over given time. Theerification modulecontains custom functions for computing selected
thermodynamical characteristics from the obtaimagk¢ttories. The functionality of both modules will
be described below.

3.1 Processing Module — Determination of Particle fhjectories

Before a video sequence is recorded, an imageboightly lit, empty air table needs to be
made, since it will be used as the background imégeng the segmentation stages of image
processing. The required number of magnets ispleaed on the air table (changing the number leads
to the simulation of different phases), and theunw of air current blown into the table is set ba t
triac controller. Video recording is started anopgted manually. A video sequence in the .avi format
is obtained, which is subsequently imported bygracessing module dflagtrack together with the
background image.

The design and implementation of theocessing modulés based on the standard two-step
procedure for determining the trajectory of an objFom a set of consecutive frames: particle
detection and spot linking, as illustrated in Hg.
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Figure 4: Standard two-step procedure for obtaitiagctories, implemented Magtrack[9]

Each frame in a recorded video sequence contamsnder of image distortions, usually as
aresult of uneven light conditions. As part of groeessing, minor hue corrections and a RGB-to-
grayscale conversion are performed for each fraff individual frames of the sequence are
substracted from the background image and subs#gueonverted into binary, using an
experimentally obtained threshold value. In theulte®y images, magnets are represented by white
areas and the background is black. The framesextefitiered by morphological dilation and erosion,
which remove all distortions whose size is neglgitompared to magnet size, hence preventing false
particle detections. The denoised binary framedst segmented into individual objects using an
algorithm which searches for inside contours. Rar object described by the contours, the area is
computed and the coordinates of a centerpointoaegdd [8].

Recording the trajectories of particles throughmwideo sequence is known from literature as
particle tracking A trajectory is defined as a sequence of position detectiore sifgle particle in
time, and we need to assign the set of detectioaach frame to the already active trajectories [9]

Let zt'i‘ be the trajectory afth particle, composed of a setlofletections from frame 1 to frarke

7z ={z, 0.2, ...z, (K} (1)

Let Z' be a set of detections in the whole sequenceleritthl :

|
z' = Jzk) 2)
k=1

whereZ(K) is a set of all position detections (i.e. the posi of all particles) in thk-th frame.
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Figure 5: a)-e) particle positions at individuahds f) final trajectories
Fig. 5 illustrates how the positions of individwsimulated particles in five consequent frames
a)-e) are linked into trajectories (f) iMagtrack The implemented algorithm is based on the

assumption ofdeal particle detectioni.e. Z' is assumed to contain a detection of every pariitl
every frame and include no false detections. Mogeoif frame rate significantly exceeds particle
dynamics, then the particle moves a short distdnet@een individual frames, i.e. it will be detected
very close to its position in a preceding framectEfajectory is therefore iteratively extendedthg

point which is the closest to the previous detectice.in (k+1)-th step, trajectoryzt'i‘ is extended

by the detection of the (presumablyh) particle fromZ(k+1) with a minimum Euclidean distance
from the previous detection, (k)

3.2 Verification Module — Evaluation of Thermodynanic Characteristics

Using the custom functions implemented in #egification moduleof Magtrack, we will now
try to answer the following questions about thdahility of the model system for simulating phase
transitions in a thermodynamic system:

« Does the interaction of magnets meet the requiresnéor a proper simulation of particle
interaction in a 2D system?

e If so, what kinds of lattices are formed and howtlt®y depend on the volume of air current?
« Can different phases and phase transitions beauser

To simplify the experiments, we defineduced temperature [n?s?] as:
2
v?)
r= ! 3
2N ©

where v, is the velocity ofi-th particle andN is the number of particles. Particle velocities ar
calculated from their displacement and the timerival between two consecutive frames.

It can be seen from Fig. 6 that the reduced teniperaroportionally depends on the volume of
air current blown into the air table, and thatiutfuates around a mean value for the whole letigth
video sequence, proving that the system of intergehagnets could model a thermodynamic system.
The terms ,higher/lower reduced temperature® andhg@r/lower air current blown into the air table®
can now be used synonymously with respect to thiéirence on thermodynamic characteristics.
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Figure 6: Reduced temperature for the a) loweiidhdr volume of air current

The air current increases the kinetic energy of riiegnets, which differs from the natural
process of heating and rather resembles mechastie&ing [7]. It was therefore necessary to verify

whether the velocities in a system of small magmees of aMaxwellian distribution[10]. Fig. 7

depicts the velocity distribution for several vauef reduced temperature. The distribution is

computed by a function which divides the velocitiésall particles at a given time step into a #nit

number of containers and returns the number ofghestin each. An average number of particles in
each container is computed for the whole video secgl described by . It can be concluded that the
experimentally obtained velocity distribution isnsistent with theoretical assumptions: a maximum is

displayed for every ,and asr increases, the mode value moves towards highecitiek
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Figure 7: Observation of Maxwellian velocity disuition in an experimental system

Plotting particle trajectories provides importamfiormation about the system internal dynamics.

Fig. 8a), b) depict the trajectories for the lowwnoe of air current (and consequently, @y, which

models the low value of actual temperature in anleelynamic system. Particles only move around

their equilibria, creating a hexagonal (equilatdrangular) lattice. If the volume of air curreist



increased, particles quit their equilibria and méeely around the air layer, as in Fig. 8c). Hoerv
such movement is obviously not completely randoraas with a greater probability of locating the
particle form a square lattice. We can thereforgeole a change in the symmetry of the lattice with
the increasing reduced temperature.
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Figure 8: Particle trajectories for different vetes

The pair correlation functiondescribes how density varies as a function ofadist from a
reference particle, and therefore provides inforomaabout the phase of the system [11]. In Fig. 9,
such functions are computed for two different valwé# 7. In the crystal phasethe correlation
function forms asystem of repeating maxima. Witte tincreasing reduced temperature, the
amplitudes of maxima gradually decrease, and se tleeprobability of finding the same number of
neighbors around a single particle. This procesgesponds to melting into a random (liquid) phase,
where the first significant maximum correspondthshort distance order.
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Figure 9: Pair correlation functions for a) a low crystal phase b) a higher random phase



Finally, heat-generated topological dislocationsclvtplay an important role in melting of 2D
crystals can be identified usif@elaunay triangulatior(connects a particle with its closest neighbors)
and aVoronoi diagram(creates an elementary cell around the selectdttlpa [12]. Both methods
allow us to find particles with a number of neighdother than six, i.e. triangular lattice dislocas.
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Figure 10: a) Delaunay triangulation b) Voronoigitam for a lowt — crystal phase

Fig. 10 depicts th®elaunay triangulatiorand aVoronoi diagramfor a low value of reduced
temperature. The regular triangular lattice andulaaghexagonal elementary cells prove this is the
crystal phase. In Fig. 11, both graphs are gergraie the random phase. Dislocations can be
identified as particles with a number of neightdorser or higher than six, which also shows up & th
shape of an elementary cell. Comparison of bothréig provides an insight into the process of a
crystal lattice deformation caused by heating. @igtions form in the crystal structure and the essc
of simulated melting in a 2D particle system carobserved.
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Figure 11: a) Delaunay triangulation b) Voronoigitam for a highet — random phase

It can be concluded from the performed experim#rdsall questions posed at the beginning of
this chapter have been answered successfully thieiefore possible to use the mechanical model of
small magnets for simulating phase transitions 2Dahermodynamic system.

4 Conclusion

At the Department of Cybernetics and Artificial diigence, FEEI TU, a mechanical model
system of small disc magnets, moving on an airrlayi¢h repulsive dipolar interaction, is used for
simulating particle interaction in 2D systems. Thaper describes thdagtrack application, which
we developed in MATLAB to facilitate trajectory téing of individual magnets from the recorded
video sequences of magnet movement. The trajestare¥e determined by connecting the closest
position detections in consecutive frambémage Processing Toolbowas heavily involved in the



design and implementation of the tracking algorithifterwards, selected thermodynamic
characteristics were evaluated from the trajecotiging a set of custom-designed functions. It was
shown that the system of small magnets meets thg@reenents for a proper simulation of particle
interaction in a 2D system — it is possible to grzgieduced temperature to the volume of input air
current, and the velocities of magnets clearlyofwlithe Maxwellian distribution. It was concluded
from the analysis of generated trajectories thatei@sing reduced temperature causes a change in the
symmetry of the lattice — a transition between algenal and square lattice was observed. Structural
analysis was performed by generating Delaunaydtikation and a Voronoi diagram for low and high
reduced temperatures, and the simulated tranditom the crystal (organized) into the random phase
(i.e. melting) was observed from the increased rermbdislocations.

Our future work on the experiment will progresssaveral directions. From the technical point
of view, we plan to implement digital control ofetlair blower and to graphically determine how the
magnet velocities depend on both the air curredt raotor voltage. The current outline of remote
control of the model includes the implementationaofemote server, which will be accessed by
ethernet from a secured website displaying a likeam of magnet movement.

At the momentMagtrackis only able to process pre-recorded video se@senithe upgraded
version of the application will also support reiahd particle tracking. Next, we plan to improve the
current particle tracking algorithm because thebaphility of incorrect connection of particle
centerpoints between frames increases with higblecities. The improved algorithm should be able
to predict particle positions in the next time séeyw compare them to actual positions obtained from
video sequences. Finally, a complex toolbox will Beveloped with potential applications in
analogical research areas, such as cell trackibglagical structures.
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