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Abstract

Digital signal processing techniques and today’s amputing capabilities allow the
computers to “understand” human speech. This paperdescribes the EllaVoice
application, which is the user-dependant, isolatedoice command recognition tool. It
was created in MATLAB, based on dynamic programmingand it could serve for the
purpose of mobile robots control. The paper deals ith the application of selected
techniques like cross-words reference template crgan or endpoints detection.

1 Introduction

The aim of this research is to describe the mapects influencing the creation and function of
voice-command system. For this purpose, | decidedréate the voice command recognition tool
EllaVoice which can be utilized also for the mobilgbots control. The dynamic programming
technique was chosen because of its wide uselatésbwords recognition. Although this technique is
quite old, there have been several variations provements of it proposed by Rabiner [5] and many
others. Its advantage is in the easy way of trgimuere the templates of the whole commands are
used, which makes it very suitable in case of th®matic speech recognition systems with small
dictionary (~ 10 commands). The main problem ishie preparation of reliable reference templates
for the set of commands to be recognized [2].

The whole recognition process could be divided imto tasks. The first one is the isolated
words endpoint detection. Its accuracy influentesgecond task — reference templates creation and
the decision itself. The organization of this pajgeas follows. In the next section we describe the
problem of endpoint detection based on differeatues. Section three is devoted to the algorithins
recognizer. Section four describes the applicatioMATLAB and brings the overview of user
interface. Finally, in the section five, we summarihe outcomes.

2 Endpoint detection of isolated words

The problem of locating the beginning and the erfidspeech utterance in an acoustic
background of “silence” is important in many areadspeech processing. The good endpoint-locating
algorithm can locate the region of the speech aties to be recognized. The problem of locating the
endpoints of the utterance is not trivial one expethe case of acoustic environments with veghhi
signal-to-noise ratio.

The main problem causes weak fricatives, espedltiie beginning or at the end of the words.
Another problem could be caused by the final nasatsailing off of the certain voiced sounds. This
comes from the model of vocal tract and the papgillustrates more examples. It is important to
realise that our goal is just to isolate enougkthefword so that a reasonable analysis and redognit
can be performed. Thus, it is not necessary tatisdhe exact point where the word begins or ends,
although the more accurate determination provitlesbetter performance of the speech recognition
system.

Based on these facts, we can summarize our reqeiirtsrimto these two points:
+ reliable location of the acoustic events,
» effective processing capable to be applied to uarlmackground conditions.

The combination of zero-crossing rate (ZCR) andrggndunctions seems to be the most
appropriate and effective tool for successful finlfent of stated requirements. This combination
provides us fairly accurate results. Both functians applied at short-time speech segments, usually
with the duration between 10 and 20 ms. In thigcHse sampling rate was 22050 Hz and the 20 ms
microsegment was chosen, so we have got 441 samplee microsegment.



The zero-crossing function will be defined as
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wheres(K) is the discrete value of a speech signal in (wighin the microsegment) arsyris(k)] = 1
for s(k) > 0, sgris(k)] = -1 for s(k) < O respectively. There exist several definitiohshwrt-time speech
energy. | have chosen the root mean square measotetescribed by Eq. (2) because of its

advantageous attributes.
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The algorithm of endpoint detection must coveretight conditions. We utilize the fact that
during the first 100 ms of the recording there asapeech present. Thus, during this interval, the
statistics of the background noise are measurda -average zero-crossing rate and average energy.
Based on the average zero-crossing rate and a fivedhold (of 51 zero-crossings during 20 ms
microsegment) the algorithm determines the findbeaof zero-cross threshold TC. Two energy

thresholdsITL (lower) andITU (upper) are set from the measured noise energypaali energy
respectively.

The algorithm works as follows. It finds the poimtkere the first and second thresholds were
exceeded, based on the energy criteria. Now, rckea for the one, where the energy exceeded the
ITL and thenlTU threshold without falling down under th€L again. If it is found, such point is
labeled as the possible stai;X. Analogically, we find the possible enll,f as the point where the
function fells down belowTL after falling down belowlTU, without exceedindTU again. The
endpoint locations we got are fairly conservatidaw we apply the zero-crossing criteria. This
criterion is applied to the 240 ms (i.e. duratidn1@ microsegments) region befoMy and the
algorithm counts the number of microsegments inctvtthe zero-crossing rate was exceeded. If the

number was two or more, the starting point is mcmetill, otherwise is kept af; . This is illustrated

in Fig. 1. The same procedure is doneNgtut here were not the conditions for the posittbange
fulfilled. On thex-axis,n represents the sequential index of the microsegmen
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Figure 1: The illustration of endpoint detectiolgess based on ZCR and short-time energy criteria

The algorithm has also to be able to detect ardk#d with limit events, e.g. the truncation of
the beginning or the end part of the word during @lndio acquisition. If the conditions do not allow
detecting the endpoints correctly, it results ia tdhange of “check bit” value. All the features éav
been included into one m-file and can be called &smction. We need to send the audio file in wave
form together with its sampling frequency to th@uh and we get the probable positions of the
endpoints in ms (this values are empty if the “&hlei¢” value has been changed, i.e. we are not able
to determine the endpoint positions). Moreover,gee the estimated signal-to-noise ratio calculated
from the background conditions before and durirggpttesence of speech according to the Eq. (3)
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where the fraction denominator represents the nelximlue of the environmental noise (obtained
from the first 100 ms of the audio signal) and ttweminator represents the maximal value of the
speech signal (obtained from the interval wheré Bpeech and the background noise were present).

3 Improved Dynamic Time Warping algorithm

The technique of dynamic programming for the timgistration of a reference and a test pattern
has found widespread use in the area of isolated vexognition. This problem is important because
the time scales of a test and a reference pattergenerally not perfectly aligned. In most cases,
nonlinear time warping is required to compensatédoal compression or expansion of the time scale.
For such cases, the class of algorithms known asic Time Warping (DTW) methods has been
developed. These algorithms all assume that the ispa feature vector from an isolated word whose
endpoints are, at least approximately, known [gnt€, the problem of DTW can be formulated as a
path finding problem over a finite grid as shownFig. 2. We denote the reference pattern as a
sequence of frameB(m), m= 1,2, ... M, whereR(m) is, in general, a multidimensional feature vector
that describes the characteristics of tmgh frame of the spoken word. Typically, a frame
(microsegment) of data encompasses from-80 ms of data and Mel Frequency Cepstral
Coefficients (MFCC) and their derivates are usedit®bdescription. We denote the test pattern as a
sequence of framen,= 1, 2, ... N, whereT(n) is also a multidimensional feature vector. Théroal

path
m=w(n) 4)

is minimizing the distance between the “imagesfeférence and test words. As you can see, there is
a global region of the DTW function movement. Itissely described in [3].
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Figure 2: DTW function and the global path region

The distance function is used to obtain the optiweping path. A general form for such a
function is
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whered[i(k), j(K)] is the local distance betwear= i(k) microsegment of the tested signal image and

m = j(k) microsegment of the reference signal imdéé(k) is the weighting function anN(W) is
a normalization factor. The DTW algorithm can beidid into three steps:



e the initialization, fork =1,

» the recursion, representing the computation keamsl introducing the function of party
accumulated distance,

« the final distance calculation.

The traditional way of preparing the reference tiaas is by judiciously selecting one example
for each word (needed to be recognized) and comsgle as a reference template for that word. The
disadvantage of using a single reference tempdateat it is not robust to the speech signal vdiigab
That is because it is almost impossible for a petsorepetitively speak a word exactly in the same
way. To overcome this problem without incurring exaromputations in the recognition phase, a
technique is developed to prepare more robust tgegl called crosswords reference templates
(CWRTSs). Using these templates has improved thegrétion accuracy, as it is prepared from
multiple examples rather than just one example.

A few examples (35 examples is normally sufficient) for each wordsédndo be prepared
beforehand. Then, the average length of the ertlaetimplates is calculated. Next, the template with
the length nearest to the average length is chtsdre the best template. This later template is
considered as the initial reference template. Tthenother templates are time aligned by the DTW
process such that their lengths will be equal ®dhosen initial template. Finally, the final refiece
template will be created by averaging the timeradijtemplates across each frame. This technique is
described in more detail in [2]. Fig. 3 illustratdee CWRT preparation as derived from three
examples.
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Figure 3: Scheme of CWRT preparation from threeratices

One disadvantage of the DTW is the fact that itagtsvtry to assign the spoken word to one
from the dictionary (with the minimal distance).ilassignment is also done in the case if the spoke
word (command) is not included in the dictionarg, is negatively influences the safety of such a
system. Therefore | have tried to implement sonmm kof safety-related function. Based on the
observations at given sampling frequency and migwap used for the recording of utterances, | was
able to set two rules. The first one is the maximadrall “distance”, which can be accepted for give
set of voice-commands. If this distance is exceettelspoken command will not be assigned to any
of the commands in the dictionary. If this conditis fulfilled, the system compares the distances t
two most probable words from the dictionary and deeision is made only in case that the ratio
between these distances is at least 1,33, i.getiognized word is not too similar to the other ane



the dictionary. The implementation of all the aiuns stated above to EllaVoice application is
described in the next section.

4 The description of EllaVoice application

The Automatic Speech Recognition (ASR) on a compaistem is trying to simulate the
activity of Human Auditory System (HAS) and brairhe classificator can work either in the training
or classification mode [7].

In the training mode, every speaker (in case of dependant system) pronounces every word
(command) one or more times. The human voice, afognacoustic signal, is acquired by the
microphone and digitalized by A/D converter at givsampling rate. The digital signal is effectively
transformed with the help of chosen mathematiczhni#gues (e.g. FFT or MFCC) to the vectors of
numerical values called patterns. The classificagionciple is illustrated in Fig. 4. We usuallygtgre
such a system to work real-time, i.e. the decisioould be made within 0,5 s [3].
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Figure 4: Scheme of Automatic Speech Recognitiabesy

EllaVoice application also works on the same ppleci Thus, it is divided into two modules.
The first one is a training module. This module hasown Graphical User Interface (GUI) nhamed
EllavVTrain which is illustrated in Fig. 5 togethavith MATLAB Command Window in the
background. It allows user-friendly recording andnipulation with wav-files as well as the creation
of Cross Words Reference Templates. Let's briedlgatibe the interface.

The user interface includes several buttons andgtiaghical window which displays the
recorded signal together with its time scale. Tigaa interval between the determined endpoints is
highlighted in red. The user can set the path &edfiitename of CWRT as well as the number of
samples from which the reference template is gtorige created. The “REC NEXT” button serves for
the push-to-talk recording of the command. The “RLAutton allows the user to check the endpoint
detection also by audio perception — the red higjitdid interval of the signal is played. If the uiser
not satisfied with the current sample, he can rk¢be new sample by pressing the “REC NEXT”
button again. Otherwise, he confirms the sampl@regsing the “ACCEPT” button. The number in
right bottom corner is increased by one. If thisnber reaches the required value for CWRT creation,
the CWRT can by simply created by pressing thevaietd “CREATE REF. SAMPLE AND SAVE”
button under the graphical window (in Fig. 5 inaej}i The CWRT is created and its values are saved
to the text file with given filename. The “RESETUtton serves for reset of all data, except of file
path. This is used when we want to start creatWRT of another command. The auxiliary window
Figure 123 represents the closer analyze of redosdgnal. The ITL and ITU threshold values are
displayed to make the coefficients change easgse of another microphone use.
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Figure 5: The training GUI (left) with the signalalysis window (right)

The second module represents the core of the progfau have to set the active user whose
commands have previously been defined and to chebsther to activate the safety-related function,
first. Then you can, after pressing return key, gay voice command to be recognized to the
microphone. The program calculates signal-to-ncéd® and evaluates your command according to
“standard” distance evaluation used in DTW metHodcase of active safety-related function, the
evaluation is more complex.

Finally, we had to deal with the problem how tcegnrate the output from EllaVoice application
in the MATLAB environment to our Ella SW platforithis platform originated as we had problems
to find software package capable of meeting all@urent and future requirements for the complex
environment for the simulation of mobile robot coht It was written in C++ GLSL and Lua
programming languages and it is based on OpenGL &@lLBoost libraries [6]. It is compatible with
Linux and Windows operating systems. Applicatiomsists of multiple different interface modules
providing the interaction with user. The virtuahliey model of our six-leg walking robot in Ella SW
platform and the robot prototype are illustratedrig. 6.

Figure 6: Six-leg walking robot prototype and itgdwal model

As far as an effort to create the dynamic libramgnf the existing code in MATLAB for
following implementation to the Ella SW platformshseemed to be too complicated, we have chosen
different attitude. To every word in the dictionasy specific symbol is associated. When the



recognizer comes to the decision it writes the ifipegymbol of the chosen (i.e. most probable) word
from the dictionary to the text file. This file $hared in the network and its modification is cleeckO
times per second from the far-end computer on whkitl SW platform is running. The command is
recognized based on the specific symbol and isteetite control system of either virtual model or
directly to the prototype of the robot. This simplay allows multiplatform running of our voice
command recognition application. It allows the réengontrol of the robot under the condition of real
time operation as well. Nowadays, the system inideested and its successful detection rate is
evaluated.

5 Conclusion

EllaVoice application, which is the user-dependéstlated voice command recognition tool,
was created for the purpose of mobile robot corgmal described in this article. The effectivendss o
the described algorithms for the small set of v@mieemands (~ 10) is now tested at the group of 25
people. It seems that for the good recognition thievement, it is needed to use the same
microphone and computer every time. The more commsults will be published in my dissertation
work.

Of course, there still will be a space for possibhprovements. The adaptive filter addition can
improve the performance of the system by the backyt noise suppression. For the purpose of
endpoint detection, there exist also other methi@dse.g. energy-entropy method which has its own
advantages. Finally, the DTW method is nowadayhénshadow of Hidden Markov Models methods
providing better performances. However, the aimmyf research is not to create a perfect voice
recognition system but to describe the issues imevcommand system creation based on the selected
methods. These have been previously chosen indégaur requirements.
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