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Abstract 

Genetic algorithm based neuro-predictive controller design of a non-linear dynamic 
system is described. The genetic algorithm represents an optimisation procedure, 
where the cost function to be minimized comprises the closed-loop simulation of the 
control process and a selected performance index evaluation. Using this aproach the 
neural model of the process has been optimised from point of view its internal 
architecture. Next the parameters of the predictive controller were optimised in order 
to become the required behaviour of the control process.  

 

1 Introduction 
For control of some clases of non-linear dynamic systems with advantage neuro-predictive 

controllers are used. This control structure consists from model of the controlled non-linear system 
and a predictive controller, wich optimises the control value in the actual time period under 
consideration of the controlled system behaviour prediction. In the presented project the system model 
is realised using artificial neural network. The optimal performance of such control structure reqires 
optimal parameters of the predictive controller and of the neural model. This all requires experience 
and expert knowledge. Our aim was to propose an aproach, which is able to find the optimal (or 
suboptimal) control configuration of the neuro-predictive system. For that reason an evolution-based 
approach has been used. Evolutionary search/optimisation approaches are able to construct new 
control laws and non-intuitive solutions as well. One of the most frequently used evolutionary 
technique is the genetic algorithm (GA). Recently, genetic algorithms have been applied in the area of 
process control for solving a wide spectrum of various optimisation problems in several ways and with 
several aims. In the proposed project the GA’s are used for search for the optimal neural model 
architecture and for the predictive controller parameter optimisation.  

 

2 Controller structure 
The block scheme of the used controller structure is depicted in fig.1. Without loss of 

generality, in case of the controlled process model a MLP (multilayer perceptron) artificial neural 
network is considered. The number of layers is 3 and the number of neurons in the input and hidden 
layer and their interconnections are the objects of the design/optimisation process. As the learning rule 
the off-line version of the Eror-back-propagation method with Levemberg–Marquardt modification is 
considered. The predictive controller in each control period k updates the control value u(k) by 
minimising the cost function J 
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Here the r is the reference signal, ŷ is the controlled value prediction, ∆u is the control value change, 
k is the control step, N1 is the lower and N2 the upper output prediction horizon, Nu is control horizon 
and ρ is a weight constant. The control performance depends on the values N1, N2, Nu and ρ. The block 
scheme of the neural model is in fig.2. The number of inputs yk-1, yk-2,…,yk-n, uk, uk-1, …, uk-m (number 
of past samples of y and u) and the number of neurons in the hidden layer are normally set by the 
designer using exprience. But often the chosen model architecture is not optimal because of the 
modelling accuracy and on the other hand from point of view computation time.   

 

 
Figure 1: Neuro-predictive controller 
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Figure 2: Feed-forward neural network 

 

3 Genetic Algorithm 
 

Genetic algorithm (GA) is a powerful stochastic-based search/optimisation approach, which 
mimics the evolution in the nature. It is described in e.g. [1],[2],[3] and others. A general scheme of a 
GA can be described by following steps:  

1. Initialisation of the population of chromosomes (set of random potential solutions). 
2. Evaluation of the cost function for all chromosomes. 
3. Selection of parent chromosomes. 
4. Crossover and mutation of the parents → children. 
5. Completion of the new population from the new children 
    and selected members of the old population. Jump to the 
    step 2 or end. 

 The chromosomes are linear strings, whose items (genes) represent in our case the designed 
controller parameters. Before each simulation, the corresponding chromosome (genotype) is decoded 



into controller parameters of the simulation model in Simulink (phenotype) and after the simulation 
the selected performance index is evaluated. An example of a simple performance index is as follows 
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 where e is the control error. A block scheme of a GA-based design is in Fig.3. 

 

  
Figure 3: Block scheme of the GA-based design 

 

4 Optimisation of the neuro-predictive controller 
 

For the verification of the proposed methods consider the non-linear system which is described 
by the differential equation 
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In case of the neural model the number of neurons in the input and in the hidden layer and their 
interconnection have been searched. In the input layer neurons for the following input signals: yk-1, yk-2, 
yk-3,… uk, uk-1, uk-2… are considered. The interconnection map of the net is coded into the chomosome 
of the GA. The used cost function (fitness) was considered is in the form 
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MSE – mean square error of the neural model (in comparison to the modelled object) 
α – veight constant, which was set to 0,3 
w – number of veighted interconnections between the input and hidden layer 
wn – maximal number of all interconnections 
n – number of neurons in the hidden layear 
nn – maximal number of hidden neurons 
 
The second design step was the search for the predictive controller cost function coeficients N1, N2, Nu 
and ρ. For this purpose another GA has been used, where the fitness consists of the closed-loop 
simulation and the peformance index (1) evaluation. This performance index has been minimised, and 
it represents the controller performance. The obtained results after these two design steps, which were 
performed off-line are demonstrated in fig.4. It is the time-response of the controlled system (green) 
after the reference signal steps (blue). The control value time-response is in fig.5. In fig.6 the trend of 
the fitness function is depicted, which is the graph of the current best individual of the actual 
population vs. generation number. 

 

 



 
Figure 4: Time-response of the controlled system 

 

 
Figure 5: Control value 

 

 
Figure 6: Evolution of the fitness function 

 

5 Conclusion 
Neuro-predictive control is an efficient mean for control of non-linear dynamic systems. To 

ensure the required performance, the controller has to fulfil some conditions. The first is that the 
neural-model has sufficient modelling accuracy in the entire working range. The second is the 
satisfactory parameter setting of the predictive controller. Both conditions require some knowledge or 



experience from the designer. The goal of the presented project is to replace the need for experience 
and knowledge and to design/optimize the neuro-predictive controller structure and its parameters 
using an automatic procedure, which is based on genetic algorithms. Evolutionary algorithms can be 
used for the design and optimization of various neuro-predictive controllers, which uses various types 
of neural networks and various types of predictive control algorithms. 
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