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Abstract

This paper deals with the Kohonen Self-organizing maps for cluster analysis
applications. The cluster analysis represents a group of methods whose aim is to
classify the objects into clusters. For solving cluster analysis applications many new
algorithms using neural networks have been used. This paper describes the use of an
advanced method of neural network represented by Kohonen self-organizing maps.
Also some examples of applicationsfor cluster analysisin Matlab are presented.

1 Introduction

The cluster analysis represents a group of metiwhdse aim is to classify objects into clusters.
This paper deals with the use of an advanced methodural network (NN) represented by Kohonen
self-organizing maps. The basic principle of thieinction is cluster analysis, i.e. ability of the
algorithm, to find out certain properties and defmrties just in the offered training data without
presence of any external information. The ideaust the network structure to self-organizing has
been formed for the first time at the beginning@¥enties by Von der Malsburg and later followed by
Willshaw. All of their works from that time are ala&teristic by orientation to biological knowledge,
mainly from the field of neuron and cerebral contesearch [4, 6, 7].

2 Kohonen neural network

The basic idea of Kohonen network emanates fromwledge, that the brain uses inner space
data representation for storing information. Atstiir data received from the environment are
transformed to vectors which are encoded to theaheetwork.

The extension of competitive learning rests on phiaciple that there are several winners
permitted. The output from such NN is geometricaltganized to some arrangement, e.g. abreast, or
to the rectangle and thus there is a possibilitgeaghbour identification. This layer is called Kwien
layer. Number of inputs entering to the networlkdgial to the input space dimension. In Figure 1 the
topology of Kohonen network with 2 inputs is depitt

The neuron structure in Kohonen network is diffefeam the neuron structure in perceptron
network. The number of inputs entering to the neusoequal to the number of inputs entering to the
Kohonen network. The weights of these inputs séovehe encoding of patterns, which represent
submitted patterns as well as in the case of pgmepThese neurons do not have actual transfer
function. The only operation, which neuron execugesalculation of distance (errad)of submitted
pattern from pattern encoded in the weights of iveuron according to the equation:
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whereN is a number of submitted patterngt) are individual elements of input pattern am@) are
appropriate weights of neuron which represent ttedded patterns [4, 6, 7].



Figure 1: Topology of Kohonen network with two ingpu

The learning algorithm tries to arrange the neuiarnthe grid to the certain areas so that they
are able to classify the submitted input data. Tdriganization of neurons can be imagined as
unwrapping of primarily wrinkled paper on the plawethat it covers the whole input space.

The process of learning is autonomous, i.e. withth& presence of external additional
information and it's performed iteratively, i.e. Mybts are adapted in each learning step. This
adaptation is based on comparison of input pattemd vectors embedded in each neuron (see
equation 1). Whenever the vector, which best fiesihput pattern is found, it is adapted as weklas
the vectors of neurons situated near this neurba.eéntire grid is gradually optimized to fit thepurt
space of training data as good as possible.

So-called surroundings of neurons take a great iroléhe learning. The surroundings are
defined for each neuron particularly. In the inigation phase, the surroundings are usually chésen
cover all the neurons in the grid, i.e. radiustaf surroundings is equal to the number of neurons o
the one side of the grid. The surroundings areugtdreduced and also the parameter of learning is
reduced similarly. The surrounding of a neuronakulated for a so-called winning neuron, whose
vector of weights fits best the input pattern. Hois neuron and its surrounding the weights are
adapted. In Figure 2 a neighbourhood function (Ganssurrounding) which represents adaptation
rate of surrounding weights is depicted. This fiorcthas been recognized from the real biological
neural networks and it is called neighbourhood fienc(sometimes also Mexican hat function). The
neighbourhood function (NF) can be described byetigation:

Aii)= h(t).ex;{%(l’)jn @)

where de(j*,j)) represents euclidean distance of the winner nejiraand another compared
neuron,r(t) is the radius of neighbourhood function am) is a height of neighbourhood function
which decreases to zero during the time wherelpyavides decreasing the surroundings during the
learning [4, 6, 7].
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Figure 2: Gaussian neighbourhood function



In the process of learning, the best results ateeaed when the size of surroundings
discreetly decreasing during the time and alss itseful to reduce the size of the learning paramet
n(t) too. The parameter of learning is used to contllearning rate and its value is from the interva
0 < n(t) 1. At the beginning it is efficient if the parametemaximal so that the network of neurons
fans out as fast as possible and it covers thesaimrea of the definition range of input vectditss
parameter is gradually decreasing and it allows ribvork the finer setting of output neurons
weights. The method which modifies thize of the surroundings radiusaand also the parameter of
learning/ is shown in Figure 3.
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Figure 3: Time behaviour of the learning parameters

The learning algorithm is described in followingss:
Step 1. Initialization:

» Adjustment of weightsv;, 0 i <N-1, 0<j <M-1, to small initial values for all the synaptic jtsn
from N inputs toM output neurons.

« Adjustment of the learning parametgf) on a value near 1. The value of this paramistiEom
the intervald < 77(t) <1 and it is used to control of the learning rate.

« The initial size of the neighbourhood surroundinfsutput neurons has to be adjusted. It is also
necessary to adjust the minimal value of surrouggl{msually, the minimal surrounding is the only
given neuron).

Step 2:_Submission of pattern:

e Submission of training patted(t) = { xo(t), x(t),..., %.1(t) } to the inputs of the neural network.
Step 3:_Calculation of distances of patterns:

+ Calculation of distance (similarity) between the submitted pattern and all the outputong

according to equation
[ ()-w, ()] ©

wherex(t) are elements of input pattex(t) andw;(t) are weights betweedrth input and-th
output neuron, which represents the encoded pattern
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Step 4:_Selection of the winning (most similar) rmeu

« Selection of output neurgh, which satisfy the next condition and thus it fhe most similar
neuron:

d;. = min(dj) (4)

Step 5: Adaptation of all the weights:

e Calculation of the neighbourhood rate from the wigmeuron according to equation (2).

* Adaptation of weights of neurons according to thikiving equation
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Step 6:_Continue of the learning process:

« Decreasing of the learning paramefeand the size of neighbourhood surroundingger the
submission of all the patterns.

< End of learning, when the required number of trajréteps is done or the required accuracy is
attained, otherwise continue with the step 2.

After the phase of network learning the phase dadcation is following, in which the network
responds to the submitted pattern with classifyimgpattern to the appropriate class. In the pbése
execution only steps 2 té from the learning process are executed, wherewih@ing neuron
representing the recognized cluster is received,[8, 7].

3 Cluster analysisusing Kohonen networ k

The aim of the classification (or cluster analysshe ability of the learning algorithm which is
based on the Kohonen network to set neurons tdectu®f the submitted patterns and thus to
distribute submitted patterns into the clusters.Flgure 4 the common scheme of the Kohonen
network allowing classification of inpud=(x1,%,,...,%,) into classes is depicted.
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Figure 4: Kohonen network for cluster analysis

For the algorithm demonstration let us use a sinepkemple with a Kohonen network with 2
inputs and with 9 neurons in the grid 3x3 [1, 3, Bje aim is to set the initial parameters: leagnin
step 1o, size of neighbourhood surroundings height of neighbourhood functiom, number of
learning cyclesium_cycleso that the learning algorithm which is describethe previous chapter
has the best performance. Following values of daening step;, the radius of the neighbourhood
functionr and the height of the neighbourhood functian dependence on number of learning cycle
have been considered:

n(t) = exln, /cycle -1 (6)
r(t) =r,.exp(cycle @)
h(t) = exr{(L-h, )/cycle) )

In Figure 5 training points with optimal distriboti of neurons of the Kohonen network are
shown. The optimal setup of learning algorithm paeters is in Table 1. In Figure 6 courses of
learning stepy, size of neighbourhoodand the height of neighbourhood functio@re shown. The
dependence of the cluster analysis efficiency erctioice of the initial learning algorithm paramste
are listed in Tables 2 to 5.

Number | Learning| Height NF | Radius NF
of cycles | rater, | ho lo

8 0.7 1.2 10

Table 1: Initial learning algorithm parameters
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Figure 5: Result of cluster analysis using Kohonetwork
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Figure 6: Trends of algorithm parameters

Number of 2 |4 |6 | 8 | 10| 12| 14 16
cycles

Efficiency [%] | 1 | 87| 89| 88| 88 87 8{90

Table 2: Algorithm efficiency / number of cycles

Learningrate, | 0.1 | 0.3 05/0.7 | 0.9| 15
Efficiency [%)] 10 | 93| 90|95 | 87 | 77

Table 3: Algorithm efficiency / learning rate

Height NFh, | 0.2 | 0.4| 06| 08/1 [1.2] 1.4
Efficiency [%] | 81 | 88 | 87| 86|90 |90 | 87

Table 4: Algorithm efficiency / height of NF



RadiusNF, |1 (2 |4 |6 | 8 [10] 12
Efficiency [%] | 2 | 63| 72| 82| 84 89 | 89

Table 5: Algorithm efficiency / radius of NF

4 Casestudies

4.1 Distribution centres optimisation using Kohonen network

The aim of the first application was to use the &wn algorithm to the problem of the
distributor location optimisation. We need to agarthe distribution centres in such a way that the
distance from each centre to the surrounding cumt®ns minimal and the total freightage of
transported goods will be minimal too. For this laggtion a graphical environment in Matlab has
been created using a map of Slovakia. Neurons sendistributional centres and the input data are
used as representatives of customer on the map.tasleis the distributional centre location
optimisation. But this example doesn’t regard tbadr system, not even the level of traffic or other
logistic factors. The algorithm optimises only theometrical location of the designed distribution
centres considering the distance to customersidar& 7 graphical environment of the program is
depicted. In Figure 8 the obtained results of thnasation are presented.
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Figure 7: Program in Matlab for distribution centygtimisation using Kohonen network
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Figure 8: Result of the distribution centres opsiation



4.2 Example of databases cluster analysis

In real world applications raw data, which are alameddirty data can contain errors, missing
values, redundant information or they are incongpbatd inconsistent. Most of data mining process
needs a pre-processing stage, which objectivesatoy out tasks such as data cleaning, data
integration, transformation or data reduction. Timgportant step is sometimes neglected in data
mining processes. Relational database is a set@flimensional tables interrelated by one or more
attributes. Each table is a two-dimensional stmectf rows and columns where each row represents a
record from the database and each column repreaanastribute associated with that record. After
pre-processing stage, data are usually arrangeihgie table known as data matrix, which must
satisfy the requirements of the chosen algorithhe dlata matrix bs formed by a set gb vectors,
where each vector represents an element of thd sgtu Each vector has components, which
correspond to the set of attributes that identifi8]. A data matrix example related to the presdnt
children database with some parameters is in Téblie this example some attributes were removed,
others were transformed and the whole dataset wanatized to range 0 to 1. As the example for
training of the Kohonen network data from threeuowmhs: age, weight and height of Table 6 were
used. Learning algorithm parameters were adjusyetthd Table 1. In Figure 10 training data points
with optimal distribution of neurons of the Kohonestwork are shown.

No. | Name Sex | Age | Weight | Height | . Sport
1 Fero Mrkva M |8 30 125 95
2 Anna Pekna F |10 32 145 30
3 Marta Siva F |9 28 142 80
4 Peter Véky M 13 45 162 80
5 DuSan Maly M |12 42 158 60
N Pavol Ondava M | 10 38 141 90

Table 6: Children database with some parameters
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Figure 10: Result of cluster analysis for childdetabase with three parameters



5 Conclusion

The main objective of this article was to descritbe Kohonen artificial neural network
principle, its training and use and to demonstgated properties of the Kohonen network for cluster
analysis applications. The created programs iMagab environment have been used for distribution
centres optimisation and cluster analysis in da@lagplications.
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